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Agenda

9:00 Welcome
9:10 Research paper session (10 min each)
10:00 Expert talk session 1 (20 min each)
11:00 Coffee break
11:30 Expert talk session 2 (15 min each)
12:45 Discussion round (hot topics)
13:00 Lunch + End
14:00 WOPSSS Workshop in the same room! Please stay.

We stream the presentations on YouTube:
https://www.youtube.com/channel/UCcgmT-T19PS1pN_PETSb79Q
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Agenda Sponsors

ponsors of the Workshop

The workshop is powered by:

W-0-P-5+5-S

WORKSHOP ON PERFORMANCE AND SCALABILITY OF STORAGE SYSTEMS

esivwace

CENTRE OF EXCELLERCE IN SIMULATION OF WEATHER
AMD CLIKATE IN EURDPE

4 The Virtual Institute for I/O
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Age

The Virtual Institute for 1/O

Sponsors
Yo

Goals of the Virtual Institute for I/O

m Provide a platform for I/O researchers and enthusiasts for exchanging information
m Foster training and international collaboration in the field of high-performance 1/0

m We support the community to establish conventions and standards
m Example: We work on an 10-500 benchmark!

m Track and encourage the deployment of large storage systems by hosting
information about high-performance storage systems

4 https://www.vi4io.org
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Agenda E rs HPC-IODC
[ [ Jelelele]

otivation for the Workshop

m |/O perspective of centers is often ignored
m Data centers aim to provide optimal service and performance

Providing a good storage strategy is challenging

m Though there are few HPC file systems: Lustre, GPFS, (BeeGFs)

m Management of large volume/file numbers of data is difficult
m Performance is often suboptimal: HDF5, NetCDF, small files
m Shared storage and quality of service?

m Middleware to fix file system issues present in all file systems

m PLFS, SIONIib, ADIOS, ...
m Domain/Application-specific “solutions”, e.g. XIOS, CDI-PIO, ...

m Zoo of emerging storage approaches

m Burst buffers, specialized storage for small files, ...
m Alternative storage paradigms from BigData
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HPC-IODC

(o] lelele]

nderstanding Systems and Uss

Knowing the behavior would allow to provide a better system

m A perfect understanding of usage and efficiency would allow for

m selection of the right storage technology

B gearing optimization effort towards mostly used I/O libraries
m understanding the requirements for the procurement

m optimizing the data center’s efficiency as a whole

m But users often don’t know their I/O patterns
m The I/O stack is challenging even for experts

Maybe I/O experts from data centers can make a difference

m From individual activity towards community effort and
ultimately useful conventions
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Agenda ors HPC-IODC

bout the HPC-1IODC Workshop

Goal: Bring together I/O experts from data centers

m Regardless of file system
m Foster information exchange
m Opportunity for networking

Topics of interest

m Scientic workload
m Usage characteristics (file, folders, scientific libraries)
m System perspective

m Architecture

m Performance aspects

m Monitoring

|

Issues during production & potential solutions

Agenda HPC-10DC Workshop, 2017 8/9



HPC-IODC
[e]ele] lo]

Agenda

Workshop results

m Presentations will be made available on our webpage

m Send the presentations ASAP to me, have to provide them to ISC folks on Friday!
m Research Papers are published in Springer LNCS

m We will write a preface and summarize the workshop results
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HPC-IODC
[e]ele]e] )

orkshop Exascale 1/0 for Unstructured Grids

Topics

m Performance dealing with grids
m File formats
m Storage/data center perspective dealing with these types of data

Information

® When: 2017-09-25 / Sept. 25th + 26th
m Where: Hamburg, DKRZ
m http://wr.informatik.uni-hamburg.de/events/2017/eiug
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