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German Climate Computing Center

Mission
DKRZ – Partner for Climate Science. 
Maximum Compute Performance.
Sophisticated Data Management.
Competent Service.

Vision
DKRZ reliably unlocks the potential of the accelerating 
technological progress for climate research

Partner
Climate institutions play an important in climate science

Max Planck Institute for Meteorology (MPI-M), 
Climate Service Center Germany (GERICS), 
University of Hamburg and Climate Campus, 
Helmholtz Center for Coastal Research 
and more…
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HLRE-3 – Mistral  (2015-2021)

bullx DLC 720, 3,500+ nodes, 100,000+ cores, Haswell/Broadwell, 3.6 PFLOPS
240 TB main memory, 54 PB disk storage, 450 GB/s mem-disk rate, FDR network

21 nodes for visualization
hot liquid cooling with high efficiency

2019/11/18

DKRZ pushes forward with AI/ML
with research and service activity

Jupiter Notebooks with access to GPUs

However, focus is not on ML needed technology (yet)

German Climate Computing Center 4/65



• Interface between AI/ML and Climate Science

• AI/ML for DKRZ HPC Infrastructure

• Knowledge Transfer and Method Research for Climate Community

• Utilization of cutting-egde AI/ML Technologies for Climate Scientists

Climate Science Machine Learning&

DKRZ Machine Learning Research Group

Climate Informatics and Technologies
Artificial Intelligence
Machine Learning
Data Mining
Deep Learning

Software Development
Data Analytics 
Evaluation and Validation
HPC (CPU/GPU/TPU) 

Christopher Kadow, Martin Bergemann, Etor Lucio, Mahesh Ramadoss

SPOILER ALERT 
Master Thesis
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Agenda Introduction and Research
• General 

• DL, ML, AI? WTF? Literature?

• What is a Neural Network?

• Methods & Networks
• Supervised Learning, Unsupervised Learning, Reinforcement Learning

• Convolutional Neural Network, Recurrent Neural Network, Generative Adversal Network

• Hardware & Software
• PCs, HPCs, Clouds

• Tools, Frameworks, First Steps

• AI reconstructs missing Climate Information
• A Research Journey

• Transfer Learning

• What is next?
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General
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Wikipedia.com
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https://mc.ai
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Books

Literature

PDF free
online

General

PDF free
online

PDF free
online
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German

PDF free online

PDF and Printed

PDF
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Monteleoni, C., G.A. Schmidt, and S. McQuade, 2013: 
Climate informatics: Accelerating discovering in 
climate science with machine learning. Comput. Sci. 
Eng., 15, 32-41, doi:10.1109/MCSE.2013.50.

Reichstein, M., Camps-Valls, G., Stevens, B. et al.
Deep learning and process understanding for data-
driven Earth system science. Nature 566, 195–204 
(2019). https://doi.org/10.1038/s41586-019-0912-1
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General

becomehuman.ai
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6 Stages of Neural Network Learning
1. Initialization—initial weights are applied to all the neurons.

2. Forward propagation—the inputs from a training set are passed through the neural network and an output is 

computed.

3. Error function—because we are working with a training set, the correct output is known. An error function is 

defined, which captures the delta between the correct output and the actual output of the model, given the current 

model weights. 

4. Backpropagation—the objective of backpropagation is to change the weights for the neurons, in order to bring the 

error function to a minimum.   

5. Weight update—weights are changed to the optimal values according to the results of the backpropagation 

algorithm.

6. Iterate until convergence—because the weights are updated a small delta step at a time, several iterations are 

required in order for the network to learn. After each iteration, the gradient descent force updates the weights towards 

less and less global loss function. 

From missinglink.ai

Backward pass

● Backprop: efficient method to 

calculate gradients

● Gradient descent: nudge 

parameters a bit in the opposite 

direction
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Methods
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Machine Learning

Supervised Learning

Climate Prediction
Deep 

Learning
Observations

Input

Labeling

Climate Prediction
Output

Training

allagora.wordpress.com

Example:

Research:
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Machine Learning

Supervised LearningMethods 17/65



Machine Learning

Supervised Learning

Climate Observation
Deep 

Learning
Input

Climate Observation

Unsupervised Learning

Climate Observation

Example:
allagora.wordpress.com

Research:
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Machine Learning

Supervised Learning

Unsupervised Learning
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Machine Learning

Supervised Learning

Unsupervised Learning

Reinforcement Learning

APE2010.de; www.coursera.org

Climate Prediction
Deep 

LearningGlobal Mean 
Temperature
Correlation

Input

Reward

Climate Prediction
Output

www.youtube.com/watch?v=qv6UVOQ0F44
medium.freecodecamp.org

MarI/O

Research:

Example:
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Machine Learning

Supervised Learning

Unsupervised Learning

Reinforcement Learning

APE2010.de; www.coursera.org
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Networks
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Convolutional Neural Network (CNN, or ConvNet)Networks
Good for: Classification, Supervised Learning, Image Recognition

https://www.youtube.com/watch?v=iaSUYvmCekI

MIT Introduction to Deep Learning: CNN ~40min

A Convolutional Neural Network (ConvNet/CNN) is a
Deep Learning algorithm which can take in an input
image, assign importance (learnable weights and
biases) to various aspects/objects in the image and be
able to differentiate one from the other. The pre-
processing required in a CNN is much lower as
compared to other classification algorithms.

Max Pooling

Special: U-NetHow does this work in a nutshell?
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Recurrent Neural Network (RNN)Networks
Good for: make use of sequential information, have a “memory” which captures info about what has been calculated so far.

https://www.youtube.com/watch?v=SEnXr6v2ifU

MIT Introduction to Deep Learning: RNN ~40min

A recurrent neural network (RNN) is a class of
artificial neural networks where connections between
nodes form a directed graph along a temporal
sequence. This allows it to exhibit temporal dynamic
behavior. Derived from feedforward neural networks,
RNNs can use their internal state (memory) to process
variable length sequences of inputs.[

How does this work in a nutshell? Special: LSTM
Long short-term 

memory, has feedbacks, 

can process sequences 

of data. It has gates, 

which decide about 

information to be stored 

as memory.

RNN is a generalization of feed-forward neural 
network that has an internal memory. RNNs 
are designed to recognize a data’s sequential 
characteristics and use patterns to predict the 
next likely scenario.

Issues?

Gradient vanishing

Training is difficult/Failure to converge

Cannot process very long sequences

25/65
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Generative Adversarial Networks (GAN)Networks
Good for: imitation of data, structures, pictures, systems

https://www.youtube.com/watch?v=rZufA635dq4

MIT Introduction to Deep Learning: GAN ~40min

A generative adversarial network (GAN) is a class of
machine learning frameworks. The generative
network generates candidates while the
discriminative network evaluates them. The contest
operates in terms of data distributions. GANs often
suffer from a "mode collapse" where they fail to
generalize properly, missing entire modes from the
input data.

How does this work in a nutshell? Special: Conditional GAN
The conditional generative 
adversarial network, or 
cGAN for short, is a type of 
GAN that involves the 
conditional generation of 
images by a generator 
model

Two neural networks contest with each other in a
gam, in the form of a zero-sum game, where one
agent's gain is another agent's loss. Can produce
realistic fake fotos of humans.

Issues?

Hyperparameter tuning can be tricky

and time consuming.

What do you do with „fake“ data?

26/65



Networks How2open the Black Box? Where are limits, where physics?

„I think you should be more explicit in step two“
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Networks

https://arxiv.org/abs/1906.02825

1. Scientific  Background & Evaluation!
A lot efforts in the ML community to make everything
explainable. 
Important research for climate science are for example
„Heat Maps“, showing where in a 2D field the outcome
(Dog/Cat) is mostly based on:

2. Explainable AI

• Build upon weather and climate validation, 
verification, and evaluation from centuries
of research. 

• Climate data needs climate data tests.

• We do probably something we already did
before, like e.g. forecasts.

• Scientific setups need to make sure to make
things right for the right reasons.

https://cloud.google.com

How2open the Black Box? Where are limits, where physics? 28/65



Also see: https://www.youtube.com/watch?v=rGOy9rqGX1k

Networks

3. Look Inside

How2open the Black Box? Where are limits, where physics? 29/65

https://www.youtube.com/watch?v=rGOy9rqGX1k


Much more groups work on that!

The Earth Machine

Networks How2open the Black Box? Where are limits, where physics? 30/65
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Hardware & Software
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Hardware & Software

Great News: Deep Learning, Machine Learning, Artificial Intelligence 
is possible on CPU, GPU and TPU
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Hardware & Software

Great News: Deep Learning, Machine Learning, Artificial Intelligence 
is possible on CPU, GPU and TPU

You can use bigger or high 
performance computer like DKRZ or 
UHH.

Or also you could use Amazon Web 
Services (AWS) or Google Cloud.
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Hardware & Software https://www.tensorflow.org/

https://www.simplilearn.com/
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Hardware & Software

The core design principles Ludwig:
•No coding required: no coding skills are required to train a model 
and use it for obtaining predictions.

•Generality: a new data type-based approach to deep learning model 
design that makes the tool usable across many different use cases.

•Flexibility: experienced users have extensive control over model 
building and training, while newcomers will find it easy to use.

•Extensibility: easy to add new model architecture and new feature 
data types.

•Understandability: deep learning model internals are often 
considered black boxes, but we provide standard visualizations to 
understand their performance and compare their predictions.

https://ludwig-ai.github.io/ludwig-docs/

For absolute 
programming
beginners
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PyTorch is an open source machine learning library 
based on the Torch library used for applications 
such as computer vision and natural language 
processing, primarily developed by Facebook's AI 
Research lab (FAIR).

Hardware & Software 37/65



Hardware & Software

HIGH PRODUCTIVITY DATA PROCESSING RESEARCH GROUP
DR. -ING. GABRIELE CAVALLARO

Applied Machine Learning
Dr. Kaustubh Patil

This library provides users with the possibility of 
testing ML models directly from pandas
dataframes, while keeping the flexibility of using 
scikit-learn’s models.
https://juaml.github.io/julearn/main/index.html

Providing a data portal and a versioning system 
for everyone, DataLad lets you have your data 
and control it too.
https://www.datalad.org

What is important for ML on HPCs?

“Reproducibility and Data Management“

38/65
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ML@HPC at INM-7

Example scenario: brain-age prediction

▪ Problem: Predict chronological age using structural MRI image

▪ Importance: Large difference in actual and predicted age indicates atypical ageing

▪ Data: UK biobank with  > 40k subjects

▪ Use of HPC: in all stages of the ML pipeline

▪ Data management: dynamic using DataLad (all data does not fit in user folder)

▪ Preprocessing (CAT12): ~1hr/subject (parallelized subject-wise on JURECA)

▪ Feature extraction: Gray matter volume from thousands of brain regions

▪ Learning:

▪ Traditional methods: SVM

▪ Deep learning: multi-GPU using PyTorch

AML@INM-7

Hardware & Software

Applied Machine Learning

Dr. Kaustubh Patil
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Hardware & Software

Courtesy by David M. Hall - NVIDIA
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Hardware & Software

Courtesy by David M. Hall - NVIDIA
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AI 
reconstructs

Climate
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Image Inpainting - Restoration

Image Inpainting with Deep Learning
https://medium.com Tarun Bonu

Sanctuary of Mercy church in Borja, Spain 
https://en.wikipedia.org

Human Intelligence Artificial Intelligence

Paintings Photos

”Ground Truth“ ”Broken“ ”Restoration“ ”Ground Truth“ ”Broken“ ”Restoration“

43/65
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Bertalmio, M., Sapiro, G. Caselles, V. & Ballester, C.
Image inpainting. In Proc. ACM Conf. Comp. Graphics
(SIGGRAPH) (eds Brown, J. R. & Akeley, K.) 417–424
(ACM/Addison-Wesley, 2000)

Elharrouss, O., Almaadeed, N., Al-Maadeed, S. & Akbari,
Y. Image inpainting: a review. Neural Process. Lett. 51,
2007–2028 (2019).
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Liu et al. 2018 Image Inpainting for Irregular Holes Using Partial Convolutions
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Google: Let's make AI that teaches itself to walk. 
Facebook: Let's make AI that develop their own language. 
Nvidia: Let's make Healing brush tool from Photoshop...

Youtube comment:

Observations Annual Mean HadCRUT4
Station, Ship, Boye based data

Climate Science?

2018

GRAY -> Missing Values

BUT HOW?

Transfer Learning 46/65



Observations –
HadCRUT4

Reanalysis –
20th Century 
Reanalysis

Climate Models –
Historical CMIP5

Transfer Learning
Observations - What is 

this?

perception and recording of 

data via the use of scientific 

instruments

HadCRUT4 - What is this?

It contains newly digitised measurement 

data, both over land and sea, new sea-

surface temperature bias adjustments 

and a more comprehensive error model 

for describing uncertainties in sea-

surface temperature measurements

How does it differ from 20CR and 

CMIP?

20cr is filled with observations like 

HadISST which is derived from 

HadSST, which is also part of 

HadCRUT4. With CMIP historical 

experiment, HadCRUT4 has just the 

climate trend in common.

Reanalysis - What is this?

Data products that rely on 

both observations and 

models to estimate 

conditions using a single 

consistent assimilation 

scheme throughout

20CR - What is this?

Reanalysis from NOAA covering the 

20th century using data simulation and 

observation, it’s a four-dimensional 

global atmospheric dataset of weather 

spanning 1836 to 2015 (using an 

ensemble filter)

How does it differ from HadCRUT4 

and CMIP?

Not purely based on observations 

(HadCRUT4), It’s not model output 

(CMIP) either.

CMIP5 and ESMs - What is 

this?

Intercomparison Project 

between different climate 

models (Phase 5). ESMs = 

Earth System Models

Include the atmosphere, 

ocean, land, ice and, 

particularly, the biosphere in 

an interactive way.

Historical - What is this?

ESM simulations, which covers the time 

from 1850 to 2000 - 2015. Initialized with 

pre-industrial (1850) conditions.

Should simulate climate change due to 

some CO2-input/parametrization 

(otherwise it’s called pi-Control)

How does it differ from HadCRUT4 

and 20CR?

Hist vs. 20CR: historical runs are not 

pushed towards observations 

Hist vs. HadCRUT4: model data 

covers the whole world/grid for the 

whole time period & more variables 

then SST → no data gaps
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AI
Train 239.616 
& Verify 29.952

AI
Train 82.133 

& Verify 10.267

20CR

92.400 20crAI
Miss Masks

2.028
20CR – 56th

Masked
1.632

CMIP – 145th

Reconstructed
1.632

20CR – 56th

Reconstructed
1.632

CMIP

269.568
cmipAI

Miss Masks

2.028

Training Sets

Output of 20crAI

Input
for 
AIs

Output of cmipAI

CMIP – 145th

Masked
1.632

HadCRUT4

Masked
2.028

HadCRUT4

Reconstructed
2.028

CMIP – 145th

Reconstructed
1.632

20CR – 56th

Reconstructed
1.632

HadCRUT4

Reconstructed
2.028

20CR Reanalysis
1870-2009
1 Model (Atmos.)
55+1 Ens. Member

CMIP5 Historical
1850-2005
35 Models (ESMs)
144+1 Ens. Member

HadCRUT4
1850-2018

HadCRUT4
1850-2018

Transfer Learning

Setup of Machine Learning sets:
Training, Validation, Test
IMPORTANT: How to select each? Science 
and Evaluation! Don‘t cheat yourself.
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(Partial) 
Convolution

becomehuman.ai

U-Net 
Architecture

Neural
Networks

ML Techniques

PyTorch, 
Partial Convolution, 
cuDNN CUDA-GPU accelerated
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Find computer
with GPUs
~1 day

Install Software, 
Download Pics
~3 days

Run Software in 
its original mode
~2 days

Produce JPGs 
from Climate Data 
and run
~3 days

Change AI 
software to read
climate data
(NetCDF) and run
and tune
~12 days

Pre-Research

DIFFERENCE
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Shown is the 
learning process, 
each square and 
step shows 50 
iterations in the 
neural network, 
to create a 
related (climate) 
pattern.
From
Kadow et al 2020

Pre-Research 51/65



+ HadCRUT4 
Miss Mask

Original - TemperatureAI Output

AI Input
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El Nino 

July 

1877

HadCRUT4 Original

HadCRUT4 by 20crAI HadCRUT4 by cmipAI

Temporal and Spatial – HadCRUT4

HadCRUT4 by Cowtan and Way 

(KRIGING)

Research 55/65
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• cooler global mean temperature from the mid 19th to the early 20th century 
• an underestimation of the global mean temperature trend between 1850 and 2018. 

• The results of the AI reconstructions support other studies by also showing a cooler period in the mid 
of the 20th century. 

• Early 21th century: Compared to HadCRUT4, both AIs agree on a weaker hiatus phase and a stronger 
trend including higher values for 2016, the warmest year on record.

Research 57/65



AI Reconstructs Photos with Realistic Results
Research 58/65



AI reconstructs missing Climate Information

• Successful combination of climate modeling, observation and artificial intelligence -> on 
and thanks to HPCs

• At the moment, many groups (try to) improve models with AI, here it is vice versa
• Missing values introduce structual biases, which can be reduced by AI 
• Other studies are confirmed (trends, hiatus, etc.), but this study shows an added value in 

terms of temperol (global mean) and spatial structures (e.g. El Nino 1877).
• Data and technology will be continously prepared for the community (on GitHub)

2019/11/18

HPC Modeling HPC Processing HPC AI/ML 

Research 59/65



Liu et al 2018

?Other Variable 
Other Frequency

Reichstein et al 2019

Downscaling ?

What is next?

HadEX3

Extremes? ?
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Master Thesis at DKRZ!? 
Focus on Precipitation

What is next?

• Is precipitation possible to reconstruct? 
• Same training method?

• From climate to weather and back: 
• Can we reconstruct radar data from station data?
• Back in time where no radar existed?

In cooperation with:
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Conclusion

Past – Observation Reconstruction

Combination of climate modeling, observation and artificial 
intelligence.  Successful re-fill of climate information.  Interpolation 
plus pattern recognition is a strong tool for climate research.

Just some thoughts
• Battle of the image inpainting community: do they care about a picture? 

• Can we put a climate benchmark set outthere?
• Speaking the same language: difference of an analysis and a reanalysis?
• The world on a square: pre-processing not optimal, convolutions on boundaries
• Not one code optimization: AI technology has a lot of potential left!? Hopefully this gets beaten soon.
• Transfer learning needs science: e.g. you cannot train on missing values
• What is happening next? Go on higher scales? Other variables?
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• General 
• DL, ML, AI? WTF? Literature

• What is a Neural Network?

• Methods & Networks
• Supervised Learning

• Unsupervised Learning

• Reinforcement Learning

• Convolutional Neural Network

• Recurrent Neural Network (!)

• Generative Adversal Network (!) 

• Hardware & Software
• PCs, HPCs, Clouds

• Tools, Frameworks, First Steps

• AI reconstructs missing Climate

Summary

Master Thesis with/at DKRZ
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Technical Fact Sheet

2019/11/18

• Research applied at Freie University Berlin HPC (ML) and

DKRZ infrastructure (Data Handling)

• AI models were trained using 500.000 iterations with an 

additional 500.000 iterations for fine tuning. 

• Applying a batch size of 18 on a NVIDIA Geforce 1080Ti at 

approximately 17its / sec.
• On 1 Node -> 2 GPU cards with 3.584 cores per card

10/18


